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4.12 กราฟแสดงรอบการเทรนและค่าความผิดพลาดของโมเดล GRU 41

4.13 โครงสร้างโมเดล BiLSTM 42

4.14 กราฟแสดงจำนวนรอบการเทรนและค่าความถูกต้องของโมเดล BiLSTM 43

4.15 กราฟแสดงรอบการเทรนและค่าความผิดพลาดของโมเดล BiLSTM 43

4.16 กราฟแสดงจำนวนการเทรนและค่า Accuracy ของโมเดล BiLSTM อัตราส่วน 80:20 46

4.17 กราฟแสดงจำนวนการเทรนและค่า Loss ของโมเดล BiLSTM อัตราส่วน 80:20 46
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